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Abstract 

 

Median smoother of even window size is obtained by averaging the two middle points of arranged 

sequence using arithmetic mean. Some adjustments were proposed by substituting the algorithm of 

arithmetic mean using quadratic, geometric, harmonic and contraharmonic mean. The modified running 

median was appended in 4253HT algorithm. This paper is mainly to assess the performances of proposed 

adjustment via simulation study. The results show that modified 4253HT using contra harmonic mean 

performed the best in extracting signal from heavy noise. The extracted signal was then used for 

forecasting by applying seasonal ARIMA algorithm. Forecasting by smoothed values was found to 

produce better forecast than forecasting involving actual values which contained heavy noise. 
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1.0 INTRODUCTION / BACKGROUND OF THE STUDY 

 

Smoothing is a process of extracting pattern from heavy noise. In time series, the existence of heavy noise 

blurs pattern and affects the reliability and ease of forecasting process. Velleman (1980) states, it is 

important to seek for data smoothers that are resistant to noise with occasional "spikes" or long-tailed 

distribution. Many studies which have been conducted, provide promising evidence that non-linear 

smoother like running median has a strong ability to reduce heavy noise from a series of data (see Bovik 

et al., 1983;  Hird et al., 2009 and Sargent et al., 2010). 

 

Tukey (1977) introduces a non-linear approach to smoothing, that is compound smoother. Compound 

smoother is a combination of several algorithms of smoothing, which includes median smoother of 

various span sizes, weighted moving average, splitting and re-smoothing of the rough. Compound 

smoother is known as a powerful tool to smooth a data series without excessively disrupting the details of 

a data series. Vellemen (1981) introduces a compound smoother that involves running median of even 

and odd span size, Hanning and 'twice'. It is called 4253HT. The 4253HT is only disturbed slightly by 

long-tailed noise and negligibly by Gaussian white noise. 
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Sargent et al. (2010)  attempted to improve the compound smoother by combining the smoothing 

algorithm consisting of running median of various span sizes, Hanning and 'twice' to fit the Australian 

football players' performance. The output of smoother was then used for forecasting using exponential 

smoothing method. The result found that forecast using smoothed data of compound smoother approach 

produced better forecast than when using actual data. 

Jin and Xiu (2013) proposes a compound smoother that combines moving average, median smoother, 

maximum smoother and Hanning in order to reconstruct normalized difference vegetation index (NDVI) 

time series data, called RMMEH. Even though, RMMEH has been found to be better at smoothing the 

NDVI data based on specific criteria, Jin and Xiu (2013) acknowledge that 4253HT is a good smoother 

compared to all. However, improvement on the existing compound smoother, 4253HT in comparison has 

yet been explored. 

 

2.0 METHODOLOGY 

 

2.1 4253HT 

4253HT is one of the non-linear smoothing techniques that combines running median, weighted moving 

average and re-smoothing of the rough. This technique was first introduced by Tukey (1977) and 

extensively described in different versions by Velleman et al. (1981). Let X be a doubly-infinite sequence 

of real data 
nttttnt XXXXX  ,...,,,,..., 11 . A smoother M is defined as an algorithm that works on X to 

generate a new series )( tM X , smoothed values. The algorithm of 4253HT is as follows: 

Step 1: Perform running median of span size two 

 
1121 ,,,median)(  ttttt XXXXM X       (1) 

Step 2: Re-center the equation (1) 

 )(),(median)( 1112  ttt MMM XXX       (2) 

Step 3: Next, equation (2) is smoothed again by applying median smoother with span size three 

 )(),(),(),(),(median)( 2212212223  tttttt MMMMMM XXXXXX   (3) 

Step 4: Perform running median of span size three 

 )(),(),(median)( 133134  tttt MMMM XXXX      (4) 

Step 5: Apply weighted moving average or Hanning with coefficients 
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Step 6: Re-smooth the rough and add the rough to the smoothed values in (5) 

 )()()( 5556 tttt MMMM XXXX        (6) 

 

2.2  Modification of 4253HT 

The running median of even span size was computed by taking the average of two subsequent points in 

the middle using arithmetic mean. This value is better than running median of odd span size in the sense 

that it preserves the significant spike in a data series. The smoothed value produced by running median 

span size four and re-centered by running median of span size two, was a combination of Equation (1) 

and (2), which can be expressed as follows: 
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where *X is the ordered observation from window in 112 ,,,  tttt XXXX  and 'X is the ordered observation 

from window in 211 ,,,  tttt XXXX . Some adjustments were proposed by applying different types of means. 

The types of means involved were geometric, quadratic, harmonic and contra harmonic. The 

modifications of running median span size 42 are as follows: 

Geometric Mean 
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Harmonic Mean 
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Contra harmonic Mean 
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The types of means that produce smaller value than arithmetic mean - geometric and harmonic, are 

expected to be more resistant to negative impulse or block pulse. On the other hand, quadratic and contra 

harmonic are expected to be more responsive to positive changes in a data series. Some of the 

modifications would not work if the observations consist of zero or negative values. Hence, a constant 

point should be added to a data to ensure the smoothed value can be computed. Modification of 4253HT 

only involved the running median of span size 42. Upon smoothing rough part, original algorithm was 

maintained where the middle points for running median of span size four and two were computed via 

arithmetic mean. 

 

2.3  Simulation Procedure 

The evaluation process of smoothing was done through the simulation of signal and noise. The process of 

simulation was based on procedure from Conradie et al. (2009). Generally, a data can be decomposed into 

the following components: 

Datat = Signalt + Noiset = Xt                                                             (12) 

 

A signal is a combination of sinusoidal function with linear curve: 

 

Signalt = t  = )(sin CtBAt 
     (13)
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with   is the slope of trend,t is the index, |A| is an amplitude, B=
d

2
where d is the period and frequency 

is
d

1
, and C represents the displacement. Hence, 

 

  (14) 

 

For sine function, let 7.0 , the amplitude |A|=3 and the displacement C=1. The parameter , |A| and C 

were chosen according to Conradie et al. (2009). This parameter values will produce a smooth sine curve. 

Two hundred values from function )(sin CtBAtt  were simulated for t between 0.542 and 

19.6416 with the increments of 0.2 at moderate frequency of 
16

7
. This frequency mimics a seasonal 

fluctuation that occurs commonly in real practices. Figure 1 shows a sinusoidal of frequency 0.4375 with 

linear curve. 

The noise, {Dt} was generated as identical and independent random variables from contaminated normal 

distribution. This is demonstrated as the following: 
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with  
tY i.i.d Bernoulli(p) and independent of the  

tZ . Thus pYP  )1(  and pYP  1)0(  so that 
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with  
tZ i.i.d N(0,1). To generate noise with high volatility, let 06.5 and p=0.75, so that 

Var(X)=(0.75)(5.06)2 + 0.25 = 23.29. In the simulation of generating highly volatile noise, approximately 

75% of the values came from a N(0,5.062) distribution and approximately 25% was from a N(0,1) 

distribution. 

 
 

  

Figure 1 Sinusoidal function of frequency 0.4375 with linear 

trend 

Figure 2 Sinusoidal function of frequency 0.4375 plus 

linear trend with 75% contaminated normal noise  

  

Figure 2 depicts sinusoidal of frequency 0.4375 plus trend with 75% contaminated normal noise added. It 

was hard to capture the general trend and existence of seasonal oscillation when 75% contaminated 
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normal noise was added. Two hundred signals plus the generated noise were simulated and applied to the 

existing and modified 4253HT smoother. The performances of these smoothers were evaluated via 

estimated integrated mean square error (EIMSE): 

  
 


k

j

n

t

jtjX
nk 1 1

211
EIMSE   .     (17) 

Low EIMSE indicates the ability for a smoother to recover signal from heavy noise. 

 

 

 

 

 

2.4 Forecasting 

The extracted signal was then further used for forecasting. The method of forecasting applied in this paper 

was seasonal ARIMA algorithm which takes into account the trend and seasonality at the same time. 

Seasonal ARIMA can be expressed as follows, according to Box, et al. (2015): 

tt

s ZBBYBB )()()()(   , ),0(~ 2WNZ t     (18) 
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The data was divided into two parts, namely estimation and evaluation. In the first part of the data, about 

72 observations were for the estimation of parameter and expected values; whereas the rest were for the 

evaluation of the forecast performance. The performance was measured via Mean Square Error (MSE): 
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3.0 RESULT AND DISCUSSION 

 

Table 1 shows the performance of smoothers measured via EIMSE. The modified smoother using contra 

harmonic mean was found to be the best avenue to extract sinusoidal signal of frequency 0.4375 from 

heavy noise. This was vouched by the low value of EIMSE.  

Table 1 Performance of existing and modified smoother measured by EIMSE 

Type of modification EIMSE 

Arithmetic 3.991004 

Geometric 4.054631 

Quadratic 3.983015 

Harmonic 4.016506 

Contra harmonic 3.979602 

 

The extracted signal from smoothing process was subsequently used for forecasting purpose. In this 

study, seasonal ARIMA algorithm was applied. The performances of forecasting with the inclusion of 

extracted signal and actual values, were compared. The last 24 observations were used for evaluation to 

determine whether forecasting using smoothed values is better than using actual values. The MSE for 

forecasting using smoothed value was 2 2.5226 and forecasting with actual values resulted MSE score of 

25.1077. The results indicating forecasting using smoothed values produce better forecast than forecasting 

using actual values. Figure 3 shows the forecast using actual value while Figure 4 exhibits forecast 

involving the application of smoothed values from modified 4253HT using contra harmonic mean. 
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Figure 3 Forecast using actual values  Figure 4 Forecast using smoothed values 

 

 

 

4.0 CONCLUSION AND FUTURE WORKS 

 

This study is mainly to assess the performance of modified 4253HT in capturing sinusoidal plus linear 

trend signal with heavy noise added. Noise with high volatility was added to the signal and the 

performances were measured by recruiting EIMSE. The results show that modified 4253HT using contra 

harmonic mean performed the best in extracting signal from heavy noise. The extracted signal was then 

used for forecasting by applying seasonal ARIMA algorithm. Forecasting involving smoothed values was 

found to produce better forecast than forecasting with the inclusion of actual values containing heavy 

noise. For future works, the performance of proposed adjustment to compound smoother will be assessed 

with the inclusion of different types of signals and noise. 
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